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Rich information on 2D materials revealed by
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Two-dimensional (2D) materials have brought a spectacular revolution in fundamental research and

industrial applications due to their unique physical properties of atomically thin thickness, strong light–

matter interaction, unity valley polarization and enhanced many-body interactions. To fully explore their

exotic physical properties and facilitate potential applications in electronics and optoelectronics, an

effective and versatile characterization method is highly demanded. Among the many methods of charac-

terization, optical second harmonic generation (SHG) has attracted broad attention because of its sensi-

tivity, versatility and simplicity. The SHG technique is sufficiently sensitive at the atomic scale and therefore

suitable for studies on 2D materials. More importantly, it has the capacity to acquire abundant information

ranging from crystallographic, and electronic, to magnetic properties in various 2D materials due to its

sensitivity to both spatial-inversion symmetry and time-reversal symmetry. These advantages

accompanied by its characteristics of non-invasion and high throughput make SHG a powerful tool for

2D materials. This review summarizes recent experimental developments of SHG applications in 2D

materials and also provides an outlook of potential prospects based on SHG.

1. Introduction

Second harmonic generation (SHG) is the most fundamental
process in nonlinear optics and gives rise to radiation at twice
the frequency of the incident light.120 Since observed by
Franken in a quartz crystal in 1961, SHG has been an important
characterization method in many fields of science such as
physics, surface chemistry and bio-imaging.1–4 The SHG signal
of a medium can originate from different types of polarization,
which mainly include electric dipole (ED), electric quadrupole
(EQ) and magnetic dipole (MD), encoding the underlying infor-
mation of the crystallographic, electronic, and magnetic struc-
ture of crystalline materials.3,5 Since the dominant ED polariz-
ation is extremely sensitive to symmetry variations and only
allowed in noncentrosymmetric materials, it is widely used in

noncentrosymmetric media such as ferroelectric/piezoelectric
crystals, surface and interface characterization, and especially at
the interface of two adjacent centrosymmetric bulk materials.6–8

Although the EQ and MD contributions are usually much
weaker than the ED contribution in noncentrosymmetric
materials, they are able to exist in a centrosymmetric medium
where the ED contribution vanishes and provide abundant
information on the medium.9–12 SHG also shows the ability to
uncover magnetic order in magnetically ordered materials, even
the hardly detectable antiferromagnetic order which lacks net
macroscopic magnetization.13 In addition, when combined with
time-resolved spectroscopy, SHG is capable of capturing ultra-
fast temporal evolution related to broken symmetry such as
ultrafast phase transition induced by a femtosecond laser.14–16

The emerging two-dimensional (2D) family consists of a
wide range of materials, ranging from gapless graphene, insu-
lating hexagonal boron nitride (h-BN) to magnetic CrI3, attract-
ing great interest due to their distinctive properties and great
potential for novel applications.17–19 The atomically thin
nature of 2D materials reduces the dielectric screening and
enhances Coulomb interactions, which leads to unique elec-
tronic and optical properties.20–22 In the meantime, however,
atomically thin thickness also adds great difficulties in reveal-
ing the basic structure and novel properties when utilizing
conventional techniques such as X-ray diffraction (XRD), trans-
mission electron microscopy (TEM), etc.23–25 Inevitably time-
consuming data acquisition processes and sophisticated
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sample treatments call for a more simple method to study 2D
materials. Some practical techniques for bulk materials such
as neutron diffraction are even invalid at the 2D limit. As a
non-invasive and high-throughput optical method, SHG meets
the urgent characterization need for 2D materials and provides
an excellent platform for acquiring information about the crys-
tallographic, electronic, and magnetic properties of 2D
materials.26 The extreme sensitivity to both spatial-inversion
symmetry and time-reversal symmetry of SHG can be of great
use in revealing many symmetry-related phenomena such as
crystal symmetry, phase transition and magnetic order.

In this review, we survey recent progress of SHG appli-
cations in 2D materials, extending from electric-dipole
approximation to multipole approximation. We first briefly
describe the physical mechanisms that underlie the different
origins of SHG in materials. Then, we mainly focus on five
aspects of SHG applied in 2D materials, i.e. crystal structure
characterization, strain tensor visualization, phase transition,
electron–hole symmetry and antiferromagnetic (AF) order
detection (Fig. 1). Large enhancement and tunability of SHG
modulated by exciton resonance and integrated with nanopho-
tonics is also discussed. Finally, we present a perspective of
potential research topics of order parameters and fine struc-
ture distortion based on SHG spectroscopy.

2. Background of SHG

The nonlinear process SHG can be expressed as P(2ω = ω + ω)
= χ(2):E(ω)E(ω), where χ(2) is a three-rank nonlinear suscepti-
bility tensor. In the case of multipole approximation,

χ ð2Þðω;qÞ � χð2ÞEDðωÞ þ χð3ÞEQðωÞqþ oðq2Þ ð1Þ

where ω and q are the incident frequency and photon wave

vector, respectively.27 The three-rank tensor χð2ÞED(ω) is the ED
term and leads the strongest contribution in χ(2). The four-

rank tensor χð3ÞEQ(ω) is the contribution of the EQ. χð2ÞED is con-

strained not only by the formal symmetry properties of the
tensor itself but also by the symmetry of the nonlinear media.

The natural symmetries of χð2ÞED consist of intrinsic permutation
symmetry, full permutation symmetry and Kleinman’s sym-
metry.122 By imposing these restrictions, 27 Cartesian com-

ponents in the three-rank tensor χð2ÞED are simplified into 10
independent elements. When considering crystallographic
contribution, the spatial symmetry of a medium requires itself
to keep identical after the crystal symmetry operation, and this

further confines the independence of components in χð2ÞED. One
typical symmetry characteristic is inversion symmetry, the

determinant of whose operation is Î ¼
�1 0 0
0 �1 0
0 0 �1

0
@

1
A. If

the medium hosts inversion symmetry, components in χð2ÞED will
follow the relation χEDijk = −χEDijk , which finally leads to χEDijk = 0.

Therefore, χð2ÞED vanishes in the centrosymmetric medium and
ED-SHG is extremely sensitive to crystallographic inversion
symmetry. In the non-centrosymmetric medium, the ED-SHG
signal can provide abundant information associated with crys-
tallographic symmetry such as lattice structure and crystal
orientation.

In centrosymmetric systems, ED-SHG is forbidden and SHG
can only arise from higher-order multipole contributions such
as EQ-SHG. This kind of signal is pretty weak in the presence
of ED-SHG, but some centrosymmetric media can generate an
appreciable EQ-SHG signal when it is linked to electronic
transitions.

For magnetically ordered materials, χ(2) can be given by

χ ð2Þ ¼ ε0ðχ ðiÞ þ χ ðcÞÞ ð2Þ
The i-type tensor χ(i) and c-type tensor χ(c) are responsible

for crystallographic and magnetic structure contributions to
SHG, respectively.3 In general, tensors can be divided into two
types: i-type if they are invariant under the time reversal oper-
ation and c-type if they change the sign under temporal inver-
sion. Thus, c-type contributions are only allowed when mag-
netic order exists. Besides MD contribution, magnetic order
can also generate ED-SHG. Since a noncentrosymmetric mag-
netic order breaks both spatial-inversion symmetry and time-
reversal symmetry, this kind of SHG is denoted as c-type
ED-SHG.

3. Crystal structure symmetry

Atoms in crystalline solids are arranged in periodic patterns
which can be characterized by different sorts of symmetries.121

Crystal symmetry plays an important role in governing the fun-
damental physical properties of materials, so the crucial task

Fig. 1 Schematic illustration of the properties of 2D materials revealed
by SHG and the corresponding mechanisms.
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of a 2D material study is to identify crystal symmetry.
Compared with traditional XRD and TEM techniques, SHG is a
more rapid and versatile way to study 2D materials without
sophisticated sample treatments. Since the leading term χð2ÞED in
the SHG signal is encoded with the spatial symmetry of the
medium, the widest application of SHG is crystal symmetry
characterization. For example, the widely studied monolayer
MoS2 and h-BN both lack crystal inversion symmetry and
exhibit strong intrinsic SHG signals.28–30 Monolayer MoS2 and
h-BN both belong to the D3h point group with in-plane three-
fold rotational symmetry. The parallel and perpendicular com-
ponents of polarization-dependent SHG can be represented as
I∥ = I cos2(3θ) and I⊥ = I sin2(3θ), respectively, where θ is the
angle between the excitation laser polarization and crystalline
armchair direction (Fig. 2a). Such polarization-dependence of
SHG is consistent with the in-plane three-fold rotational sym-
metry. Therefore, the rotational anisotropy of the SHG pattern
has one-to-one correspondence with the crystallographic orien-
tation of MoS2/h-BN, that is, the maximum intensity in the
parallel component of polarized SHG indicates the armchair
direction of MoS2/h-BN.

Grain boundaries are also a basic issue for crystals. The
atomic edge may host exotic electronic and optical properties
completely different from the domain inside. Particularly for
2D materials, studying the grain boundary is of great impor-
tance driven by the urgent need for growth of large area single
crystals since it is key to unveiling the mechanism of epitaxial
growth and formation of grain boundary.31,32 The one-dimen-
sional (1D) atomic boundary inside the materials is hard to
detect. Just as shown in Fig. 2b, the grain boundary of the
polycrystalline monolayer MoS2 is totally invisible in the

optical image.33 In contrast, SHG is a great choice for grain
boundary visualization due to its sensitivity to symmetry vari-
ations. Adjacent grains with different orientations lead to
destructive interference and annihilation at boundaries, hence
the grain boundaries inside appear as narrow dark lines on
SHG images. In addition, SHG resonance at about 1310 nm is
observed on the atomic edges of monolayer MoS2.

34 Nonlinear
optical susceptibility is significantly enhanced when the real
energy level is in the vicinity of virtual states that are involved
in the nonlinear optical process as density of states dramati-
cally increase.35–37 Since the photon energy of 1310 nm isn’t
consistent with A-exciton of monolayer MoS2, this resonance
of the optical nonlinear response is eventually attributed to
the 1D edge states of monolayer MoS2. In addition, the in situ
SHG study of chemical vapor deposition (CVD) growth of MoS2
reveals that the grain boundaries of polycrystalline monolayer
MoS2 are peculiarly prone to be polylines with 120° tuning
angles instead of direct straight lines between intersecting
corners, which is also reasonable from the perspective of the
three-fold rotational symmetry of the MoS2 lattice.

33

Apart from single materials, the atomically thin 2D layers
can stack into van der Waals heterostructures just like atomic-
scale Lego blocks.38 Such heterostructures generate a new
material system and provide infinite possibilities. The same
material composition with different stacking sequences and
angles leads to totally different physical properties of hetero-
structures. For instance, graphene trilayers with ABA (Bernal)
and ABC (rhombohedral) host different electronic nature: ABA
trilayers are gapless semimetals, while ABC trilayers are semi-
conductors with two nearly flat bands across a gate-tunable
bandgap.39–41 Similarly, the band structure and optical pro-

Fig. 2 Crystal structure identification of 2D materials by SHG. (a) Polar plot of angular dependence of SHG intensity from a monolayer MoS2. The
red and blue patterns respectively show parallel and perpendicular components of the SHG signal. Reproduced from ref. 28 with permission from
American Chemical Society, copyright 2013. (b) Optical and SHG image of a CVD-grown polycrystalline monolayer MoS2. Reproduced from ref. 33
with permission from Wiley, copyright 2015. (c) Schematic diagram of top (yellow), middle (purple), and bottom (green) layers stacking in the ABA
(Bernal) and ABC (rhombohedral) graphene trilayer. A and B are two equivalent atoms in the graphene unit cell. (d) Optical (up) and corresponding
SHG mapping (down) images of MoS2 bilayers with different stacking angles of θ = 2°, 30° and 54°. Reproduced from ref. 46 with permission from
American Chemical Society, copyright 2014.
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perties of twisted bilayer MoS2 obviously vary with the twisted
angle.42,43 Thus, it is of great importance to identify and pre-
cisely control the interlayer stacking structures of
heterostrctures.44

Graphene trilayers can exist in two stable crystallographic
configurations by nature, ABA and ABC stacking order. The flat
bands in ABC trilayers are supposed to be promising in super-
conductivity studies, so it’s necessary to distinguish two stack-
ing orders. Differences in stacking orders lead to distinct struc-
tural symmetries. The unit cell of graphene’s hexagonal lattice
contains two inequivalent atoms, A and B. In the ABA trilayer,
the B-atoms in the second layer are on top of the centers of the
hexagons of the first layer, and the third layer is exactly above
the first layer. In the ABC trilayer, each layer is shifted by the
distance of an atom from the former layer (Fig. 2c). Thus, the
ABA trilayer is noncentrosymmetric and ABC is centro-
symmetric. As a result, the ABA trilayer generates an appreci-
able SHG signal and no evident SHG response can be observed
from the ABC trilayer.45

As to stacking angle, the SHG field of twisted transition
metal dichalcogenide (TMDC) bilayers can be regarded as
coherent superposition of individual layers.46 The total SHG
intensity of the twisted bilayer Is can be expressed as:

Is θð Þ ¼ It þ Ib þ 2
ffiffiffiffiffiffiffi
ItIb

p
cos 3θ ð3Þ

It and Ib are the SHG signals originating from the top layer and
the bottom layer of the twisted bilayer, θ is the stacking angle
defined as the angle between two nearest perpendicular bisec-
tors of the two layers. Apparently, the total SHG intensity
varies with the stacking angle and is a sensitive criterion for
determining the stacking angle in twisted heterostructures
(Fig. 2d).

4. Strain visualization

Benefiting from the ultra-strength and ultra-flexibility of 2D
materials, strain engineering has been an effective and inverti-
ble tool to continuously tune the properties of 2D materials
(Fig. 3a).47–50 Owing to the larger exposed surface area of atom-
ically thin layers, 2D materials are more sensitive to external
modulation compared with three-dimensional bulk materials.
As a result, the residual strain arising from mismatch during

the growth process and the local strain caused by fabrication
processes also strongly affect the electronic and optical pro-
perties of 2D materials.35,51 Thus, it is essential to figure out
the strain tensor distribution in 2D materials. The direct
impact of strain on 2D materials is lattice deformation and

symmetry variations. The tensor nature of second-order non-
linear susceptibility χð2Þijk enables itself sensitive to crystallo-
graphic symmetry, which therefore gives rise to the capacity of
monitoring the strain tensor. Compared with the PL method,
the nonlinear characteristic of SHG facilities to gain higher
spatial resolution, which is vital for the measurement of the
local strain in the micro-area. Furthermore, SHG intensity also
exhibits high strain-sensitivity, which is almost one order of
magnitude larger than that of the PL peak shift.52

The applied strain deforms the crystal symmetry and

further influences the second order nonlinear susceptibility.

The second order nonlinear susceptibility before χ
$ 2ð Þ
b

� �
and

after χ
$ 2ð Þ
a

� �
strain applied are connected by a linear strain

dependence:

χ
$ 2ð Þ
a ¼ χ

$ 2ð Þ
b þ p

$
u
$ ð4Þ

where p
$
is the photoelastic tensor and u

$
is the strain tensor.

χ
$ 2ð Þ
b is only associated with intrinsic symmetry properties
which can be considered already known. Since the strain
tensor of the uniaxial tensile strain is symmetric, simul-
taneously considering crystal symmetry, there will be only
several free parameters in the photoelastic tensor. These para-
meters in p

$
and χ

$ 2ð Þ
a can be obtained by applying different

levels of uniaxial strain combined with polarization resolved
SHG signals, and finally the strain tensor is accessed. For
intrinsic monolayer MoSe2 with three-fold rotational sym-
metry, supposing incident light with a certain polarization
direction, as mentioned before, parallel (I∥) and perpendicular
(I⊥) components of the total output SHG signal (I) is I∥ =
I cos2(3θ) and I⊥ = I sin2(3θ), respectively, where θ is the angle
between the excitation laser polarization and crystalline arm-
chair direction. So, the total SHG signal I = I∥ + I⊥ and is inde-
pendent of θ. The parallel and perpendicular components of
the polarization dependent pattern MoSe2 are both six petals
of the same size, the same as monolayer MoS2 mentioned
before. When uniaxial tensile strain (εa along the crystalline
armchair direction or εz along the crystalline zigzag direction)
is applied, the second-order susceptibility tensor changes from
the three-fold D3h symmetry into the C2v symmetry. The paral-
lel I C2vð Þ

k
� �

and perpendicular I C2vð Þ
?

� �
polarized components of

polarization dependent SHG patterns under εa turn into the
following:

where a1, b1, and c1 are the relative changes of different tensor
elements caused by strain perturbation in χ

$ 2ð Þ
a , which vary with

different angles of applied strain, just as shown in Fig. 3b and c.
Now, I = I∥ + I⊥ is no longer independent of θ but changes dra-
matically with strain angle and amplitude, as shown in Fig. 3d.

I C2vð Þ
k ¼ dD3h

22 cos 3θ þ εa a1 cos3 θ � b1 sin3 θ cos θ � 2c1 sin3 θ cos θ
� �� ��� ��2 ð5Þ

I C2vð Þ
? ¼ dD3h

22 sin 3θ þ εa a1 sin θ cos2 θ � b1 sin3 θ þ 2c1 sin θ cos2 θ
� �� ��� ��2 ð6Þ
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The applied uniaxial tensile strain clearly alters the shape and
intensity of polarization dependent SHG patterns from which
parameters in the photoelastic tensor as well as the strain tensor
can be extracted by quantitative analysis. Based on this, it is con-
venient to visualize the strain field of a certain area combined
with the SHG mapping technique.53 The inset of Fig. 3e shows
the scanning electron microscopy (SEM) image of the MoS2
monolayer lying on a lithographically defined structure. The
MoS2 membrane obviously undergoes inhomogeneous strain
tensor distribution across the grids. Fig. 3e shows the strain
map plot by vectors through the SHG mapping technique, which
illustrates the strain distribution clearly and directly.

The requirement of effective strain engineering is noninva-
sive and reversible. For monolayer 2D materials, this means
attention ought to be paid to avoid material rupture when
strain is applied. As to heterostructures, criteria become more
complicated since undesirable interlayer sliding occurs before
the rupture. The SHG experiment proves that 2H MoSe2
bilayers can at least withstand 1.4% relative interlayer strain.52

2H MoSe2 bilayers exhibit the centrosymmetric D3h point
group and the interlayer sliding will lead to an unequable
change in the top and bottom layer and break the inversion
symmetry (Fig. 3f), so the sliding can be accessed by the emer-
gence of the SHG signal. In the experiment, SHG intensity can
still be neglected even when the strain is up to 1.4% (Fig. 3g).
The first principles calculations of the competition between
interlayer interaction energy and total strain energy theoreti-
cally support experiment results. The van der Waals coupling
between adjacent layers is able to make two layers remain
locked under percentage level strain.

5. Phase transition

Phase transition is an important constituent of condensed
matter systems. Just like ice melting and water boiling, phase
transition is the transition between a well-ordered state and a
more chaotic phase of matter, and thus broken symmetry is
ubiquitous during phase transition. At the atomic scale, phase
transitions become richer and more attractive leading to a
number of intriguing physical phenomena in 2D materials
such as charge density wave transition in TaS2, superconduct-
ing transition in NbSe2 and ferromagnetic transition in
Cr2Ge2Te6.

54–56 On the other hand, observation of such micro-
scopic transition is rather difficult compared with the macro-
scopic scale, and it is even harder to straightforwardly probe
the underlying symmetry change. SHG apparently has an
advantage in identifying the symmetry change in phase tran-
sition given its high efficiency in crystal symmetry determi-
nation. The symmetry change will give rise to a discontinuous
increase or a reduction in SHG intensity. In turn, the variation
of SHG intensity is also a proof of the occurrence of phase
transition. For instance, MoTe2 and WTe2 can exist in several
different crystal structures with diverse properties. As shown
in Fig. 4a, they are trigonal prismatic coordinated 2H phase,
distorted octahedral 1T′ phase, and orthorhombic Td
phase.57–59,123 Among these phases, 2H and Td phases are non-
centrosymmetric and the 1T′ phase is centrosymmetric. It is
theoretically proved that the energy difference between the
phases of MoTe2 is small.60 As a result, phase transition in
MoTe2 can be induced in many ways such as electrostatic
doping and laser irradiation. In the electrostatic doping experi-

Fig. 3 Strain tensor visualization in 2D materials by SHG. (a) Schematic diagram of the strain apparatus and SHG process in monolayer MoSe2 under
uniaxial tensile strain. (b–d) Parallel (b) and perpendicular (c) components of polarization resolved SHG intensity and the total (d) SHG intensity pat-
terns under different strain amplitudes of εa which is along the MoSe2 crystalline armchair direction. (e) Strain tensor mapping of MoS2 monolayer
flake (filled color) on a lithographically defined structure (dashed lines). Inset is the SEM image of the same area. (f ) Schematic diagram of interlayer
strain transfer in 2H bilayer MoSe2. (g) Log-plot of SHG intensity of monolayer and 2H bilayer MoSe2 under different strain amplitudes. (a–d, f–g)
Reproduced from ref. 52 with permission from American Chemical Society, copyright 2017. (e) Reproduced from ref. 53 with permission from
Springer Nature, copyright 2018.
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ment, the 2H phase monolayer MoTe2 is driven to the 1T′
phase by the ionic liquid top gate (Fig. 4b).61 2H phase MoTe2
with broken inversion symmetry generates finite SHG signal
with no applied gate. When the gate further increases above
2.2 V, the SHG signal significantly decreases for more than one
order of magnitude, which is a clear sign of noncentrosym-
metric 2H to centrosymmetric 1T′ phase transition. The 2H to
1T′ transition can also be induced by laser irradiation, but
transition in this way is sometimes irreversible. In few-layer
2H-MoTe2, the polarization dependent SHG pattern changes
from a six-fold pattern to a two-lobe pattern after laser abla-
tion. The six-fold pattern represents the 2H phase of MoTe2,
and the two-lobe pattern is identical to the C1

s space group of
few-layer MoTe2 with even numbers.62 It is worth noting that
SHG is also a good technique to investigate ferroelectric
materials.63,64 The prerequisite for paraelectric-to-ferroelectric
phase transition is symmetry breaking, which leads to the sep-
aration of the positive and negative electric charge centers and
finally induces a spontaneous nonzero polarization. In this
regard, SHG is a practical supplemental tool to detect ferroe-
lectricity in the 2D limit and has already been applied in
CuInP2S6, MoTe2 and In2Se3.

65–67 2D CuInP2S6 demonstrates
room-temperature ferroelectricity with a transition tempera-
ture of about 315 K.65 The ferroelectric phase belongs to non-
centrosymmetric point group m, while the paraelectric phase
belongs to the centrosymmetric point group 2/m. In the temp-
erature dependent experiment, the SHG intensity of the
CuInP2S6 nanoflake gradually decreases and finally vanishes
when temperature rises above transition temperature Tc. This

strongly suggests a structural change from noncentrosym-
metric to centrosymmetric and facilitates to capture the ferro-
electric to paraelectric phase transition around Tc.

Meanwhile, as an optical technique, SHG can get access to
ultrafast temporal evolution and dynamics of phase transitions
in 2D materials when combined with ultrafast pump–probe
and time-resolved spectroscopy. As mentioned before, MoTe2
exhibits several phases and the electronic nature of these
phases are different. The 1T′ phase is a normal semimetal
phase, while the Td phase is the type-II Weyl semimetal phase
and is superconducting with transition temperature Tc = 0.1 K.
Transition between them can be controlled in several ways.
The 1T′ to Td phase change can be realized by cooling to below
250 K. The noncentrosymmetric Td structure in low tempera-
ture excited by ultrashort laser pulses can transform into the
centrosymmetric 1T′ phase. In pump–probe SHG measure-
ments below 250 K, the SHG intensity significantly drops to a
low order around 0.7 ps after time zero, which suggests the
presence of noncentrosymmetric Td to centrosymmetric 1T′
phase transition (Fig. 4c).68 Similarly, Td to 1T′ phase tran-
sition in WTe2 can be triggered by an incident terahertz light
pulse.69 The terahertz light pulse would generate large ampli-
tude interlayer shear strain in WTe2 which is demonstrated by
ultrafast electron diffraction and then leads to the phase tran-
sition. As a supporting material to electron diffraction, it is
convenient to recognize the phase transition by SHG. The
polarized SHG pattern of WTe2 in the absence of pump pulse
(blue) is shown as the two-lobe pattern, which is in agreement
with the Td phase. At time delay about 2 ps, the SHG of all

Fig. 4 Detection of phase transition and ultrafast phase transition in 2D materials by SHG. (a) Schematic of the crystal structure of the monolayer
Td-, 1T’- and 2H-phase. Reproduced from ref. 123 with permission from American Physical Society, copyright 2016. (b) Schematics configuration of
a MoTe2 monolayer ionic liquid field-effect transistor (left). Gate-dependent SHG intensity under forward bias (right). Reproduced from ref. 61 with
permission from Springer Nature, copyright 2017. (c) Pump-induced SHG time traces of MoTe2 at various pump field strengths at T = 10 K.
Reproduced from ref. 68 with permission from American Physical Society, copyright 2019. (d) Polar plot of SHG intensity of angular dependence of
equilibrium WTe2 (blue), pumped WTe2 (red) and centrosymmetric MoTe2 (yellow) (left). Pump-induced SHG time traces of WTe2 at various pump
field strengths (right). Reproduced from ref. 69 with permission from Springer Nature, copyright 2019.

Review Nanoscale

22896 | Nanoscale, 2020, 12, 22891–22903 This journal is © The Royal Society of Chemistry 2020

Pu
bl

is
he

d 
on

 2
2 

O
ct

ob
er

 2
02

0.
 D

ow
nl

oa
de

d 
by

 P
ek

in
g 

U
ni

ve
rs

ity
 o

n 
12

/6
/2

02
0 

4:
20

:2
8 

PM
. 

View Article Online

https://doi.org/10.1039/d0nr06051h


polarization directions completely vanishes, just like the rapid
drop of SHG intensity in the pump–probe SHG measurement,
further proving the Td to 1T′ phase transition (Fig. 4d).

As a supplement, the time dependent response of the SHG
signal in Fig. 4c and d is accompanied by oscillations, that
results from surface optical phonon mode. The vibration of
surface phonons results in time-dependent modulation of the
SHG intensity, and thus ultrafast coherent phonon spec-
troscopy is also an important application of time-resolved
SHG.70,71

6. Electron–hole symmetry

Electrons and holes are basic particles for comprehension of
electronic and optical properties in condensed matter physics.
The symmetry between electrons with energy above the Fermi
sea and holes below the Fermi energy is the fundamental prop-
erty of materials such as superconductors, topological insula-
tors and Weyl semimetals.72–75 Graphene, the pioneer of 2D
materials, possesses gapless Dirac fermions with linear dis-
persion and provides a good platform for studying electron–
hole symmetry.76–78 Graphene possesses a hexagonal honey-
comb lattice structure and is highly symmetrical belonging to
the D6h point group. For such centrosymmetric materials, SHG
is absent under electric dipole approximation and the first
non-vanishing nonlinear process is considered to be the third
order optical nonlinearity such as third harmonic generation
(THG).79–81 However, graphene still has a possibility to gene-
rate an unusual SHG response if the assumption is extended
from the electric-dipole approximation to multipole approxi-
mation. Although χð2ÞED vanishes in monolayer graphene, higher-
order multipole such as χð3ÞEQ is still allowed. It has been theor-
etically proposed that the second order optical response of gra-
phene can be generated by third order nonlinearity such as
electric quadrupole-like effects. Meanwhile, the interband
transitions in graphene make this nonlinear optical response
rich and tunable.82,83 Meaningfully, EQ-SHG of graphene is
predicted to be sensitive to the electron–hole symmetry, which
suggests SHG to be a more powerful tool in symmetry analysis.

Actually, several previous studies have detected weak SHG
signal on supported graphene monolayers, whereas the SHG

signal doesn’t arise from intrinsic graphene but from the
asymmetry interface of graphene and the substrate, which
results in electric-dipole allowed SHG.84–86 The ED- and
EQ-SHG can be separately described as PED(2ω) = χð2ÞED:E(ω)E(ω)
and Q(2ω) = χð3ÞEQq:E(ω)E(ω). χ

ð2Þ
ED is a three-rank tensor mainly

correlating to the spatial symmetry of the medium, while χð3ÞEQ

is a four-rank susceptibility tensor and q is the photon wave
vector. Usually, a common normal incidence experiment does
not involve the z components of the susceptibility tensor, in
contrast, an oblique incidence experiment, as shown in
Fig. 5a, does involve different linear combinations of the
tensor elements. Therefore, different distributions of nonzero
tensor elements for EQ-SHG and ED-SHG lead to their oppo-
site performance under different excitation geometries. The
intensity ratio between the normal and 45° oblique incidence
of EQ- and ED-SHG is calculated as 0% and 96% respectively.
The giant difference facilitates exclusion of interface
ED-SHG from EQ-SHG. The ratio was experimentally con-
firmed to be 0.6%, which guarantees that EQ-SHG is the
dominant signal in the oblique incident experiment of mono-
layer graphene.27

The inversion of the electron band and hole band of gra-
phene is depicted in Fig. 5b under the operation of electron–
hole symmetry for μ → −μ (k → −k) and time-reversal sym-
metry for q → −q, where μ is the chemical potential, and q
and k are the photon wave vector and electron wave vector. The
elements in χð3ÞEQ(μ,q) at q and μ evolve as χð3ÞEQ(μ,q) = χð3ÞEQ(−μ,−q)
= −χð3ÞEQ(−μ,q). The sign of χð3ÞEQ changes when inverting electron
and hole bands, which means an odd parity with respect to μ.
Accordingly, the EQ-SHG response in graphene is sensitive to
chemical potential or carrier doping and strictly vanishes at
the charge neutral point. In the ion-gel gating experiment, the
excitation beam with a photon energy of 0.95 eV incident at
45° from the surface normal of monolayer graphene and the
chemical potential μ of graphene could be tuned from −0.9 to
0.5 eV. Prominently, no apparent EQ-SHG signal can be
detected at the charge neutral point of chemical potential μ,
but it significantly increases with an increase in |μ|. The μ

dependence of oblique EQ-SHG also reveals the resonant tran-
sitions in the linearly dispersed band structure of graphene.
Fig. 5c shows the oblique SHG variation with respect to μ for s-
and p-polarized excitation. Two little peaks of |χð3ÞEQqx| are sep-

Fig. 5 Detection of electron–hole symmetry in graphene. (a) Schematic of experimental geometry about the SHG process of ion-gel gated
graphene at an oblique incidence of 45°. (b) Transition schematics under electron–hole symmetry and time-reversal symmetry operation, where k
and q electron wave vector and the photon wave vector. (c) Experimentally extracted second-order nonlinear susceptibility |χð3ÞEQqx| of SHG for s- and
p-polarized excitations. Reproduced from ref. 27 with permission from American Physical Society, copyright 2019.
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arately around the one-photon (2|μ| = ħω) and two-photon (|μ|
= ħω) energy resonance of the incident light.

7. Antiferromagnetic order

Antiferromagnetism is a type of magnetism where the mag-
netic moments of neighboring atoms are anti-parallel. It is
considered to have promising potential for spintronics and
memory devices due to fast spin dynamics and no stray mag-
netic fields.87,88 The magnetic orders of 2D layered AF
materials can be basically divided into two types, that is, the
type of interlayer AF order with intralayer ferromagnetic (FM)
order, such as bilayer CrI3; and the other types with intralayer
AF order, mainly including the rich family of transition metal
thiophosphates MPS3 (M = Mn, Fe, Co or Ni) and selenopho-
sphates MPSe3 (M = Mn, Fe or Ni).19

In contrast to a ferromagnet, an antiferromagnet in spite of
hosting an ordered state does not exhibit any net magnetiza-
tion, which means it is unable to be detected by the magneto
optical Kerr rotation experiment. Neutron diffraction can
reveal the hidden AF order of bulk materials, whereas it fails to
show its magical power when dealing with atomically thin
layers. Since the AF order can be understood from the perspec-
tive of corresponding symmetry breaking, it is possible to
detect AF order through the SHG technique.87 In particular,
several AF orders break both the spatial-inversion symmetry
and time-reversal symmetry, thus inducing strong time-nonin-
variant electric-dipole-allowed SHG, namely, c-type ED-SHG
whether the medium is centrosymmetric or not. The c-type

ED-SHG has already been used to probe antiferromagnetic
order in many bulk crystals such as Cr2O3.

13

Bulk CrI3 is a ferromagnet below the Curie temperature Tc
≈ 60 K and monolayer CrI3 is also a ferromagnet with a centro-
symmetric lattice structure.89 In contrast, bilayer CrI3 remains
centrosymmetric but possessing interlayer AF order with a
Néel temperature TAF ≈ 45 K.90 Uncovering the stacking struc-
ture and magnetic structure of bilayer CrI3 is very important
for understanding its layer dependent magnetism. Fig. 6a
shows two magnetic order states of bilayer CrI3. When the
bilayer CrI3 is interlayer antiferromagnetically aligned, it is
structurally reversed under spatial-inversion (r → −r) operation
or time-reversal (t → −t) operation. In contrast, it remains
unchanged after spatial-inversion operation if it is in the inter-
layer ferromagnetically aligned state. Thus, the AF state can
generate c-type ED-SHG, while the FM state cannot.91 Above
the critical temperature, SHG from the lattice structure is for-
bidden and no magnetic order generates SHG signal, so no
SHG signal is detected. When bilayer CrI3 is cooled below the
critical temperature, although the centrosymmetric lattice
structure still gives no contribution, the emerging AF order
provides measurable SHG-signal. A significant difference
between above and below the critical temperature is experi-
mentally in agreement with that (Fig. 6a).

It has been theoretically proved that bulk CrI3 goes through
a structural phase transition changing from a high tempera-
ture monoclinic stacking which tends to form AF coupling to a
low temperature rhombohedral stacking which is inclined to
behave FM at around 200 K.92,93 According to symmetry ana-
lysis, the rhombohedral structure belongs to the S6 crystallo-

Fig. 6 Antiferromagnetic order characterization by SHG. (a) Schematics of symmetry operation of antiferromagnetic and ferromagnetic states of
bilayer CrI3 (left). Temperature dependent SHG intensity of the bilayer CrI3 (right). (b) Magnetic field dependent circularly polarized SHG intensity
(left) and RMCD hysteresis loop (right). (a, b) Reproduced from ref. 91 with permission from Springer Nature, copyright 2019. (c) Schematics of AF
structures of MnPS3, FePS3 and NiPS3. Arrows and stars indicate the spin orientation and inversion center of the AF structure, respectively. (d)
Temperature dependence of the polarization resolved SHG patterns of MnPS3, FePS3 and NiPS3 (left). Temperature dependent polarization resolved
SHG patterns from MnPS3 flakes of thicknesses of 75 nm, 12.5 nm and 5.3 nm (right). (c, d) Reproduced from ref. 97 with permission from American
Physical Society, copyright 2020.
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graphic point group, which lacks a mirror plane. In contrast,
the monoclinic structure possesses C2h symmetry, which has a
mirror plane. The polarization resolved SHG pattern of bilayer
CrI3 is always accompanied by a mirror plane, which is in
accordance with the monoclinic stacking structure, confirming
that the monoclinic phase still persists in bilayer CrI3.
Reflectance magneto-circular dichroism (RMCD) is commonly
used to probe 2D magnetic materials, which is zero in the
layered antiferromagnetic state and non-zero when spin ferro-
magnetically aligned. For bilayer CrI3, magnetic field depen-
dent circularly polarized SHG combined with RMCD clearly
depicts a complete picture of the switch between different
magnetic states (Fig. 6b).

The intralayer AF orders can be further divided into
AF-Néel (MnPS3), AF-zigzag (FePS3 and NiPS3) and AF-stripy
states. Bulk MnPS3 with AF-Néel order is widely studied for
the linear magnetoelectric (ME) effect which holds great
potential for electric field control of magnetism for spintro-
nics and applications in memory devices and sensors.94–96

MnPS3, FePS3 and NiPS3 exhibit similar centrosymmetric
lattice structures. Conversely, AF order in bulk MnPS3 breaks
inversion symmetry while in bulk FePS3 and NiPS3 hosts
inversion symmetry (Fig. 6c). As a result, AF order in bulk
MnPS3 will contribute c-type ED-SHG but in FePS3 and NiPS3
will not.97 All three bulk crystals generate finite SHG signal
above critical temperature TAF which are contributed to bulk
EQ-SHG. Below TAF, FePS3 and NiPS3 have no apparent
change. In contrast, SHG of MnPS3 achieves a rapid increase,
which is consistent with the hypothesis that EQ-SHG gives
fixed contribution and the emerging non-centrosymmetric AF
order leads to c-type ED-SHG below TAF. When continually
reducing the thickness of MnPS3 down to few layer thickness,
temperature dependent SHG rotational anisotropy patterns of
different thicknesses behave similarly to bulk MnPS3, which
is solid evidence that the Néel order in bulk MnPS3 is pre-
served and even exfoliated down to the ultrathin limit
(Fig. 6d).

8. Large enhancement and tunability
of SHG

2D materials exhibit unexpectedly high nonlinear optical sus-
ceptibility, which is even larger than many conventional non-
linear bulk crystals. However, the atomic scale thickness
greatly limits nonlinear light–matter interaction length and
results in relatively low frequency conversion efficiency.
To address this issue, two available strategies are mainly
used to improve the conversion efficiency: (1) exciton reso-
nance enhancement and (2) integrating 2D materials with
nanophotonics.

Owing to the large binding energy, optical responses of 2D
materials are dominated by excitonic effects. The strongly
bound excitons provide a new approach to enhance light–
matter interactions and exhibit large tunability on 2D material
nonlinearity at the atomic thickness scale. It is demonstrated
that SHG intensity of monolayer WSe2 under excitation in reso-
nance with the exciton state is enhanced by up to 3 orders of
magnitude with respect to off resonance.36 Based on this, elec-
trically controlled SHG is achieved in monolayer WSe2 field-
effect transistors due to different excitonic resonance states at
different electrical doping levels.37 Recently, gate-tunable four-
wave mixing and sum-frequency generation are investigated in
ion-gel-gated monolayer MoS2 devices, which further proves
that excitonic effects have a giant impact on the modulation of
nonlinear optical properties of 2D materials and provides a
promising path for electrically tunable nonlinear optical
devices.98

On the other hand, hybrid systems of 2D materials and
silicon photonics open a new path for nonlinearity enhance-
ment. One typical way is to combine 2D materials with optical
cavity. Photonic crystal (PC) cavities with small mode volume
and high Q can effectively enhance the nonlinear optical inter-
action in 2D materials. Local optical field is significantly
enhanced as light is confined in a small volume. In addition,

Fig. 7 Large enhancement and tunability of SHG in 2D materials. (a) SEM image of the GaSe-PC cavity. (b) SHG and THG spectra of GaSe-PC cavity
pumped by continuous-wave 1551 nm laser. (a, b) Reproduced from ref. 101 with permission from Springer Nature, copyright 2018.(c) Schematic of
SHG and SFG process from the GaSe-integrated microfibre. (d) SHG spectra with different pump wavelengths changing from 1500 nm to 1620 nm.
(c, d) Reproduced from ref. 102 with permission from Springer Nature, copyright 2020. (e) Schematics of SHG and THG processes in MoS2-
embedded HCF. (f ) Fibre-length-dependent SHG and THG enhancements in MoS2. (e, f ) Reproduced from ref. 104 with permission from Springer
Nature, copyright 2020.
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PC-cavities can store light for an extended period of time and
therefore increase the light–matter interaction time. SHG
intensity of monolayer WSe2 is enhanced by a factor of ∼200
after integrating on silicon PC-cavities under 1550 nm laser
excitation which is near the resonance modes of the cavity.99

Monolayer MoS2 embedded within an all-dielectric Fabry–
Pérot microcavity claims over one order of magnitude in spite
of its relatively low-Q.100 The remarkable enhancement of SHG
significantly reduces the threshold of excitation power. In
general, pulsed lasers are employed to realize SHG signal due
to high peak pump power. With the aid of cavity enhancement,
continuous-wave pumped SHG is achieved in few- and mono-
layer GaSe flake coated PC-cavities (Fig. 7a).101 In a nine-layer
GaSe coated PC cavity, comparing SHG originating from GaSe
and THG arising from silicon slab, the SHG peak is stronger
than the THG peak over 650 times (Fig. 7b). Another applicable
way is to combine 2D materials with optical fibres. The long
and controllable interaction length of optical fibres and the
high power density of fibre cores permit ultrahigh efficiency
SHG conversions. In GaSe-deposited microfibres, strong SHG
signals can be obtained with only sub-milliwatt continuous-
wave lasers in a wide wavelength range (1500–1620 nm) which
covers the whole C and L telecom bands (Fig. 7c and d).102

Recent progress in 2D material growth makes it realistic to
directly grow 2D materials in optical fibres.103,104 In a 25 cm-
long fibre MoS2-embedded hollow capillary fibre, both SHG
and THG can be enhanced by 300 times in contrast to mono-
layer MoS2/silica (Fig. 7e and f).104 Besides optical cavities and
fibres, there still remain many promising approaches which
can provide localized enhancement and be able to modulate
the optical nonlinearities in 2D materials such as plasmonics,
waveguide integration and optical resonators, which provides
the possibility to expand the applications of 2D materials in
nonlinear optical chip-integrated devices.105,106

9. Summary and outlook

In summary, SHG is a powerful, versatile and simple technique
to unveil the physical properties of 2D materials. Based on its
extreme sensitivity to spatial-inversion symmetry and time-rever-
sal symmetry, we review five aspects of SHG applied in 2D
materials, i.e. crystal structure characterization, strain visualiza-
tion, phase transition, electron–hole symmetry and antiferro-
magnetic order detection in 2D materials, extending from the
electric-dipole approximation to multipole approximation.

Despite the rapid progress of SHG applied in 2D materials,
there is still a lot of room for its growth and development. χ(2)

can extensively be regarded as a function of order para-
meters.107 Besides probing magnetic order, the extreme sensi-
tivity to both spatial-inversion symmetry and time-reversal
symmetry permits SHG to unveil many other complicated
orders such as ferro-rotational order in RbFe(MoO4)2 and ferro-
toroidic order in LiCoPO4.

108,109 In many complex oxides, such
order always relates to crystallographic fine structural distor-
tion of oxygen atoms.110 The small distortion sometimes even

cannot be revealed by TEM since it may fail to format effective
contrast between heavy elements and oxygen.111 SHG spec-
troscopy could be an alternative to detect order parameters
and the related fine structure distortion in 2D complex oxides.
Since SHG can be combined with the pump–probe technique,
it also provides the possibility to probe ultrafast order para-
meter dynamics under external excitation. In addition, since
multiphoton processes exhibit different optical selection rules
compared with linear optical response, SHG provides a new
platform to explore intriguing physics such as dark excitons
and valley degree of freedom.36,112–115 Combined with strong
exciton effects, SHG can facilitate the exploration of exotic
exciton states such as recently reported excited states of
exciton polaritons in WS2.

116

Additionally, it has already been proved that some inversion
broken Weyl semimetals and topological insulators, such as
TaAs and Bi2Se3, can generate considerable SHG signals.117–119

Sensitivity to the charge neutral point of SHG in graphene also
gives a new perspective to utilize such response to study
related Dirac materials. So, benefitting from all the listed
advantages of SHG, we believe that the nonlinear SHG
approach will shed light on more novel properties of 2D
materials in the future and promote the development of the
constantly growing 2D material family.
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